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Abstract. There are many public responses about the implementation of government policies related to Covid-19. 

Some have positive and negative opinion, especially on the official social media portal of the government twitter where 

people are free to argue. This study aims to find out the opinion of sentiment analysis on Twitter in the implementation 

of government policies related to Covid-19 so as to classify public opinion. Several stages in the process of analyzing 

public sentiment are taken from the tweet data. The first step is to do the data mining process to get the tweets that 

will be analyzed later. Furthermore, the process of cleaning tweet data and equalizing tweet data into lowercase. 

After that perform the basic word search process of the tweet and calculate the frequency of its appearance. Then 

calculate using the naïve bayes method and determine the sentiment classification of the tweet. The results showed 

that public sentiment related to covid-19 prevention in Indonesia is neutral. The performance of the application shows 

an Accuracy value of 76.7%. 
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INTRODUCTION 

A sickness outbreak rocked the world at the start of the year 2020. This epidemic spread rapidly, infecting nearly 
every country on the planet. This is a coronavirus infection, also known as Coronavirus illness (COVID-19). WHO has 
classified the world in a global emergency about this virus since January 2020, according to the World Health 
Organization (Organization, 2020). The COVID '19 outbreak was widespread over the world in 2019. Within ten 
months, 38,085,762 infected people were found, with 28,628,813 (96%) recovering and 1,086,055 dying (4%). Even 
the transfer pace was lightning quick, affecting the entire world in a matter of seconds. The mortality rate was quite 
low. In response to the COVID-19 epidemic, practically all countries have enacted preventive policies such as social 

distance and remaining at home. (Supangat and Bin Saringat, 2020).  

The Indonesian government has declared a catastrophe emergency in response to the virus epidemic, which will last 
from the end of February 2020. It continues and is being followed by the spread of countermeasures in different regions 
of Indonesia. The virus has spread to several areas until it occurred in May 2020. Other countermeasures implemented 
by the Indonesian government include the use of Physical Distancing, a concept that states that in order to reduce and 
even break the chain of Covid-19 infection, one must maintain a safe distance of at least 2 meters from other humans, 

avoid direct contact with other people, and avoid mass gatherings. (Ardan, Rahman, & Geroda, 2020).  

Furthermore, the employment of multinomial discriminative methods of Naive Bayes and TF-IDF enhanced 
accuracy by 0.3%, according to the data. (Alsalman, 2020). Using the Nave Bayes technique, we observed a high 
categorization accuracy of 91% for short Tweets. We also discovered that with shorter Tweets, the logistic regression 
categorization algorithm provides 74% decent accuracy. (Samuel, Ali, et al., 2020). By displaying machine learning 
results using the Naive Bayes technique, we classify Twitter's sentiment data. Even though it takes longer than the 
listing technique, this algorithm can generate reasonably accurate estimations. (Alshaikh and Zohdy, 2020). The Naïve 
Bayes and decision tree approaches were compared in this study. With 73.59% accuracy, Nave Bayes outperformed 
Decision Tree. (Sari and Ruldeviyani, 2020). The Naive Bayes, Support Vector Machine and maximum entropy 
approaches were compared in this study. Max Entrophy had an accuracy value of 82.6% and a precision value of 
84.0536512%, while Naive Bayes had an accuracy value of 86% and a precision value of 88.695952%, SVM had an 
accuracy value of 74.6% and a precision value of 75.88235235%, and SVM had an accuracy value of 74.6% and a 
precision value of 75.88235235%. According to the study, machine learning methods such as Naive Bayes have the 
best accuracy. They can be regarded as basic learning methods, while the Maximum Entropy method is helpful in some 
circumstances. (Mandloi and Patel, 2020). Based on statistical data, the goal of this work was to identify a machine 
learning strategy that was relatively better than SVM and Naive Bayes classifiers. The system achieves 82.853% 
precision, 82.884% recall, and 82.662% f1 score for SVM classifiers. Furthermore, Naive Bayes identified data with 
an accuracy of 83.990%, a recall of 83.997%, and an F1 score of 83.993%. As a result, when compared to traditional 



approaches, our model achieves SVM and Naive Bayes accuracy of 84% and 82.875%, respectively. (Dey et al., 2020). 
Naïve Bayes has been used widely for document classification since the 1950 (Pedregosa et al., 2011). However, NBCs 
are based on over-simplified assumptions of conditional probability and shape of data distribution (Liu et al., 2013; Ye 
et al., 2016; Kowsari et al., 2019; Alamoodi et al., 2020). Twitter data has also been extensively used for crisis situations 
analysis and tracking, including the analysis of pandemics (Fung et al., 2014; Kim et al., 2016; Samuel, Rahman, et al., 
2020). The application is designed using Python and PHP languages. The accuracy value obtained in this study was 
91.67%. (Sri Mulyani, Rohpandi and Rahman, 2019). 

TF-IDF is one of the selection features that does not only contain the number of occurrences of words as in BOW. 
But TF-IDF also looks at important and less important words from the document. In a previous study (Nguyen et al., 
2017) compared the feature selection using BOW with TF-IDF. The result is that TF-IDF is better than BOW, so in this 
study, the TF-IDF concept is used in the selection of features. 

With the implementation of government policies related to Covid-19, many public responses, some have positive 
opinions, and some have negative opinions, especially on Twitter, where people are free to express their opinions. Based 
on this discussion, the author tries to conduct research on opinion sentiment analysis on Twitter in implementing 
government policies related to Covid-19 using Naive Bayes because in previous studies the Naive Bayes algorithm 
showed better results compared to other algorithms and feature weighting using TF-IDF. to support the naive bayes 
algorithm in increasing accuracy so that it can classify opinions from the public on Twitter social media which is built 
using python language. 

RESEARCH METHODOLOGY 

 

FIGURE 1. Research Framework 

 

The stages of the framework of thought have the following explanation: 

1. Data Collection 

Data collection is carried out at this stage to support how the system will be built in it. Before collecting twitter 

data, it is necessary to first prepare the twitter API. Twitter data collection is done by twitter data scraping 

method. To perform textual data processing at the next stage, a textBlob library is needed. 



2. Preprocessing 

Case folding, tokenizing, stopword, and stemming are some of the preprocessing phases that are performed 

on tweet data before processing. The use of capital letters is not uniform across all text sources. As a result, 

case folding is required to convert the document's complete text into a standard format (uppercase or 

lowercase). For example, users who type "Berita," "BERITA," or "Berita" to acquire information about 

"BERITA" get the same retrieval result, namely "Berita." Case folding is the process of converting all letters 

in a document to lowercase. The letters 'a' to 'Z' are the only acceptable ones. Other than letters, all characters 

will be eliminated. The tokenizing stage is then utilized to break down the sentences in the string into single-

word chunks. 

At this step, less powerful or frequently appearing words (stopwords), such as connecting words and adverbs 

that are not unique words, such as "an," "by," "on," and so on, are discarded. The stemming stage removes 

affixes, prefixes, and suffixes to change the words back to their original form. The stop words in this 

investigation were generated using a modified Sastrawi library (Surya, Seetha and Subbulakshmi, 2019). 

Word weighting is used in news classification to determine a category. TF-IDF (Term Frequency–Inverse 

Document Frequency) is one of the weighting methods. Its weight value expresses the importance of a word 

(term) in representing the title. The weight will be more significant in the TF-IDF weighting if the frequency 

of occurrence of the term is higher. However, it will be lower if the word appears more frequently in other 

news. 

3. Planning 

At this stage, a design for the distribution of training data and test data will be made based on the dataset that 

has been obtained. Because in this study the dataset obtained was 1000 tweets, this study will try to compare 

three comparisons of datasets, namely 70%-30%, 80%-20%, 90%-10% based on references in previous 

studies. 

4. Implementation 

At this stage, based on the data that has been collected, it is made into a web-based application using the Naïve 

Bayes algorithm with the TF-IDF weighting feature using the python language. 

5. Testing 

In the last stage, the training dataset was tested by looking at the level of accuracy generated by the training 

from each experiment. Then perform sentiment analysis based on available data and calculate the level of 

precision, recall, and accuracy using a confusion matrix. 

STUDY SUBJECT AND ANALYSIS 

The object of this research is community Twitter data related to the community's response to the Covid-19 response 

in Indonesia. There are three classification classes, namely negative, positive and neutral sentiments. The dataset is 

taken through a web scraping process to get data from Twitter social media. The following is a labeled dataset used 

in this study which can be seen in table 1. 

TABLE 1. OBJECT RESEARCH 
Class Total Data Resources 

Positive 314 twitter 

Negative 321 twitter 

Neutral 365 twitter 

 

In this study, the analysis was carried out by dividing the training data and testing data into three categories to test 

a good level of accuracy for sentiment classification with 1000 datasets, namely 70%-30%, 80%-20%, 90%-10%. 

RESULT AND DISCUSSION 

A total of 1000 data points are split into three categories: positive, negative, and neutral. Using the confusion matrix 
method, the data that has been normalized before being entered into the classification engine is separated into three 
experiments, namely 

 700 training data and 300 test data using the confusion matrix method. 

 800 training data and 200 test data were collected using the confusion matrix method 

 900 training data and 100 test data using the confusion matrix method. 



TABLE 2. TRAINING DATA & TESTING DATA 

Data Comparison Amount of Data 
Naïve Bayes 

Accuracy 

Training 

Data 

Testing 

Data 

Training 

Data 

Testing 

Data 

Sentiment 

Analysis 

70% 30% 700 300 76.70% 
80% 20% 800 200 72.93% 

90% 10% 900 100 74.36% 

From table 2, the results of the experiment of several dataset distributions show that the comparison of 70%-30% 
datasets shows the greatest accuracy value compared to the distribution of 80%-20% and 90%-10% datasets. Therefore, 
in this study, what will be used for calculating the confusion matrix, precision, recall and f-score is a dataset with a 
division of 70% as training data and 30% as test data. 

Table 3. describes the results of data acquisition and then, through preprocessing 1000 existing data, divided into 
three sentiments, namely category one is positive, category 2 is neutral, and category 3 is harmful. The data that has 
been normalized before being entered into the classification engine is divided into two, namely training data and test 
data using a confusion matrix. 

TABLE 3. CONFUSION MATRIX SENTIMENT ANALYSIS 

Actual class 
Predicted class 

Negative Neutral Positive 

Negative 229 63 29 

Neutral 24 317 24 

Positive 34 59 221 

Based on calculations using a confusion matrix, this study resulted in Sentiment Analysis using DMNB and TF-

IDF on Twitter regarding the Covid-19 response into 3 categories, namely positive, neutral, and negative with positive 

sentiment as much as 28.7%, neutral as much as 43.9%, and negative as much as 27.4%. 

Then it will use the formula and look for precision, recall, accuracy and f-1 measure values to determine the 
classification results with the following formula (Alsalman, 2020): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝑇𝑁
𝑋100% 

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2𝑥
𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 

Table 4. demonstrates the results of other evaluation metrics for negative and positive tweets. 

TABLE 4. RESULT OF EVALUATION MATRIX 
Category Name Precision Recall F-Score Accuracy 

Negative 0.79 0.71 0.75 

76.7% 
Neutral 0.72 0.87 0.79 

Positive 0.81 0.70 0.75 

Weighted Avg. 0.77 0.76 0.76 

From table 3. and 4., we can notice that the Naïve Bayes classifier achieve 0.71 of recall metric for the negative 

tweets, 0.87 of recall metric for the neutral tweets and 0.70 of recall metric for the positive tweets. In addition, the 

experiment attains 0.77 of weighted average precision, 0,76 of weighted average recall and 0,76 of weighted average 

f-score. This study shows the accuracy for sentiment analysis is 76%.  



CONCLUSION 

This paper combines the multinomial nave Bayes (DMNB) discriminatory method with case folding, stop words, 

stemming, and term frequency-inverse document frequency (TF-IDF) approaches. The three primary phases are tweet 

data preparation and normalization, sentiment categorization and precision computation, and f-score recall and 

accuracy. The experiment was carried out on a local website written in the Python programming language. The dataset 

consists of 1000 Indonesian-language tweets that have been classified into three categories (negative, neutral, and 

positive). According to the testing data, the proposed approach has an average precision class of 77%, recall of 76%, 

and f-score of 76%. Moreover, it is 76.7% accurate. Sentiment Analysis utilizing DMNB and TF-IDF on Twitter 

divided the Covid-19 response into three categories: favorable, neutral, and negative, with positive sentiment 

accounting for 28.7%, neutral for 43.9%, and negative for 27.4%. 
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